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CAPTURE-RECAPTURE ESTIMATION OF
CHARACTERISTICS OF U.S. LOCAL FOOD FARMS
USING A WEB-SCRAPED LIST FRAME
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The emerging sectors of agriculture, such as organics, urban, and local
food, tend to be dominated by farms that are smaller, more transient,
more diverse, and more dispersed than the traditional farms in the rural
areas of the United States. As a consequence, a list frame of all farms
within one of these sectors is difficult to construct and, even with the
best of efforts, is incomplete. The United States Department of
Agriculture’s (USDA’s) National Agricultural Statistics Service (NASS)
maintains a list frame of all known and potential U.S. farms and uses
this list frame as the sampling frame for most of its surveys.
Traditionally, NASS has used its area frame to assess undercoverage.
However, getting a good measure of the incompleteness of the NASS
list frame using an area frame is cost prohibitive for farms in these
emerging sectors that tend to be located within and near urban areas. In
2016, NASS conducted the Local Food Marketing Practices (LFMP)
survey. Independent samples were drawn from (1) the NASS list frame
and (2) a web-scraped list of local food farms. Using these two samples
and capture—recapture methods, the total number and sales of local food
operations at the United States, regional, and state levels were estimated.
To our knowledge, the LFMP survey is the first survey in which a
web-scraped list frame has been used to assess undercoverage in a
capture—recapture setting to produce official statistics. In this article, the
methods are presented, and the challenges encountered are reviewed.

MicHAEL HymaN is with Roundtable Analytics Inc., Raleigh, NC, USA. Luca SARTORE is with
USDA National Agricultural Statistics Service, Washington D.C., USA, National Institute of
Statistical Sciences, Washington D.C., USA and Linpa J. Younc is with USDA National

Agricultural Statistics Service, Washington D.C., USA

*Address correspondence to Michael Hyman, Roundtable Analytics Inc., Raleigh, NC, USA;

E-mail: mhymanl @gmail.com

doi: 10.1093/jssam/smab008 Advance access publication 16 August 2021
© The Author(s) 2021. Published by Oxford University Press on behalf of the American Association for Public Opinion Research.

All rights reserved. For permissions, please email: journals.permissions@oup.com

Zzoz 1snbny ¢ uo sesn Ateiqi dopiseq [enbig s,yasn do1161a Aq L£/2G£9/6.6/7/01/8191e/wessl/woo dnoolwspede//:sdiy woly pepeojumoq



980 Hyman, Sartore, and Young

Best practices and open research questions for conducting surveys using
web-scraped list frames and capture-recapture methods are discussed.

KEYWORDS: Capture-recapture; Population estimation; Sampling;
Coverage; Web scraping.

1. INTRODUCTION

An inherent concern associated with list frames, which often serve as the sam-
pling frames for surveys, is list undercoverage and the resulting potential bias
(Federal Committee on Statistical Methodology 2001). The increasing use of
cell phones and the unwillingness to have landlines publicly listed have led to
decreasing coverage of list-assisted landline frames (Blumberg and Luke
2019). For an election survey, Lipps, Pekari, and Roberts (2015) found the
bias owing to landline undercoverage to be greater than that owing to noncon-
tact. Sala and Lillini (2017) noted the low coverage of the Italian population
when using the white pages for a telephone survey and found this undercover-
age resulted in bias. Similarly, in assessing the effects of undercoverage when
using a list of addresses derived from the U.S. Postal Service’s Computerized
Delivery Sequence as a sampling frame, Amaya et al. (2018) reported the risk
of undercoverage bias ranging from low for some variables to high for others.

Multi-frame methods are often used to account for undercoverage (Wallgren
and Wallgren, 2016; Chipperfield et al. 2017; Brown et al. 2019). The
USDA'’s National Agricultural Statistics Service (NASS) has traditionally used
its area frame to account for undercoverage on its list frame, which is com-
posed of all known farms or potential farms in the United States. Wallgren and
Wallgren (2016) also used an area frame to account for undercoverage of a
register-based list frame. Surveys using multiple frames typically require the
sampling population (i.e., the union of all frames) to cover the entire popula-
tion of interest for resulting samples to be representative. Using an area frame
ensures that complete coverage.

Using the NASS area frame to measure for undercoverage, in which areal
land units are sampled and combined to identify all farms within, works well
in the rural areas of the United States where production agriculture is centered.
However, the emerging sectors of agriculture, such as urban agriculture, organ-
ics, and local food, tend to be dominated by farms that are smaller, more di-
verse in production, more transient, and more spatially dispersed than the
traditional farms. Their often small sizes and sometimes nontraditional appear-
ances (e.g., an abandoned warehouse) make them challenging to identify
within an areal unit. Thus, sampling areal units to measure undercoverage of
the NASS list frame for these populations is cost prohibitive and plagued by
substantial misclassification (Abreu et al. 2010). Alternative, cost-effective,
time-sensitive methods for measuring the undercoverage of a list frame are
needed.

Zzoz 1snbny ¢ uo sesn Ateiqi dopiseq [enbig s,yasn do1161a Aq L£/2G£9/6.6/7/01/8191e/wessl/woo dnoolwspede//:sdiy woly pepeojumoq



Capture—Recapture Estimation 981

Although there are many examples of using web scraping to obtain informa-
tion, its use for list building is in the early stages of exploration. Rhodes et al.
(2015) used web scraping to create a list of all electronic nicotine delivery sys-
tems (ENDS) vape stores in the State of Florida and verified whether or not
each record on the list was truly a vape store through crowdsourcing (the pro-
cess of obtaining information from a large group of people, usually via the in-
ternet). In 2014 and 2015, NASS explored the use of web scraping to develop
a list frame of urban farms that could serve as an alternative to the area frame
for assessing list undercoverage (Young et al. 2018). From this early work, it
was evident that, when considering the population of all U.S. farms, the union
of the list frames would not provide full coverage.

Capture—recapture techniques can account for population units that are not
on either list frame (Bird and King 2018) and have been used in the production
of official statistics. The U.S. Census Bureau has used capture-recapture esti-
mation, called dual-system estimation when applied to human populations, to
evaluate the undercoverage of the Decennial Census of Population since 1980
(Hogan 1993; U.S. Census Bureau 2004, 2008; Mule 2012), and the Brazilian
Institute of Geography and Statistics applied dual-system estimation to esti-
mate net coverage, undercoverage, and overcoverage for its 2010 Brazilian
Census (da Silva et al. 2015). NASS used capture—recapture techniques to ad-
just for undercoverage, nonresponse, and misclassification in its 2012 Census
of Agriculture (Young et al. 2017).

In 2016, growing national interest in local food led NASS to implement the
Local Food Marketing Practices (LFMP) survey to quantify and characterize
operations that produce locally sourced agriculture. The objectives of this sur-
vey were to generate estimates for the total number of U.S. farms that distribute
their products locally and to learn more about these local food farms (LF
farms), including the amount of produce sold at the national, regional, and state
levels. For the purposes of this study, local sales are defined as sales in one of
the four distinct categories: direct to consumer, direct to retail, direct to institu-
tion, or direct to an intermediate source that labels a product as “local.” This
allows for a uniform definition of local sales, as the distance a product must
travel to be deemed “local” differs regionally. In addition to having local sales,
an operation must sell at least $1,000 of agricultural products during a typical
year to qualify as a farm.

As with other emerging sectors of agriculture, the NASS list frame is known
to be substantially incomplete for LF farms, and it is too costly to use the area
frame to adjust for undercoverage. A web-scraped list frame was created from
publicly accessible websites. However, the resulting list was also incomplete,
leaving potential for farms that were not identified by either list. Thus, NASS
employed capture-recapture methods to use the web-scraped list to adjust for
undercoverage, nonresponse, and misclassification. When the official statistics
from this study were released in December 2017, to our knowledge, the LFMP
survey is the first survey in which a web-scraped list frame was used within a
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capture—recapture framework to adjust for the undercoverage of a traditional
list frame to produce official statistics.

In Section 2, web scraping is defined in more detail and the lists, samples,
and modeling methodology are described. Results from the LFMP survey,
with respect to the web-scraped list frame, the sample characteristics, and the
estimation process are presented in Section 3. In Section 4, considerations for
applying these methods more broadly in survey practice and open research
questions are discussed.

2. METHODOLOGY
2.1 Development of the Web-Scraped List

Research, commercial, and government organizations can gather unstructured
information through web scraping and convert that information into useful
data sets. The ability to navigate through large quantities of web pages quickly
and target specific information allows data collection on a larger scale than a
single person is capable (Landers et al. 2016). MIT’s Sloan School of
Management’s Billion Prices Project demonstrates the efficiency and utility of
web scraping as a research tool, collecting pricing data for millions of prod-
ucts, from hundreds of online retailers weekly, to analyze short- and long-term
trends (Cavallo 2018). Although each application requires customized pro-
gramming, the speed and absence of human interaction make web scraping a
generally inexpensive method of collecting large amounts of data (Cavallo and
Rigobon 2016).

Applications of web scraping primarily focus on extracting specific details
from web sources for each record in a prespecified list and compiling the infor-
mation into a usable data set (Vargiu and Urru 2013). These processes can be
replicated quickly to gather the desired information for extensive lists of
records (Chow et al. 2011). Adapting these processes to identify and retrieve
new records for a sampling frame introduces additional concerns about accu-
racy and coverage of web sources. Application programming interfaces
(APIs), such as Google Maps and YellowPages.com, have made record re-
trieval for simple search queries trivial. Overly specific or ill-defined search cri-
teria, including farm status of a location or local sales of products, can be
difficult to mechanically verify using extracted information, presenting ques-
tions about whether the records obtained are in the target population. A mem-
ber of the target population may be identified through web scraping if that
member has a website or is present on another publicly available website, such
as in an association’s member list or in a list on a state, county, or local web-
site. Assessing whether some segments of the target population cannot be iden-
tified from web sources is also challenging. The resulting undercoverage of the
list could lead to biased estimates. Other questions can be raised regarding the
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impact that the varying number of websites from which a member can be iden-
tified may have on the likelihood of finding new records.

Initial efforts to use web scraping to develop a list frame have been made.
Zhang and Tang (2016) introduced and evaluated an algorithm that automati-
cally builds place—name data sets of specific business types from the results of
a web-search engine. The method was applied to 10 city blocks in a U.S. city
and the results were compared with search results from Google Maps and
OpenStreetMap. Site names and addresses were identified through Google
Street View and used to ground truth results. Results showed that the authors’
list building methodology generated place—name data sets as effectively as
Google Maps and better than other open source web-search engines.

Rhodes et al. (2015) examined comprehensive list building via web scraping
by creating a list of ENDS stores in Florida based on search results from
Google Maps, Yelp, and YellowPages. Crowdsourcing was used to verify
sales of ENDS products by the identified ENDS stores. ENDS stores in Florida
are required to be registered as tobacco retailers (29,039 total tobacco retailers
but not all sell ENDS products), providing a gold standard list for comparison.
The authors found that 131 (32.5 percent) of the 403 stores on the web-scraped
list were on Florida’s tobacco licensure list, and the remaining 272 results were
not.

Young et al. (2018) developed a list of urban agricultural sites within the
City of Baltimore, MD, using a combination of web scraping and satellite im-
agery. The resolution of the available satellite imagery was too coarse to iden-
tify agricultural characteristics, but a list of 505 potential sites was obtained via
scraping publicly available web sources. This list was sampled and 108 (57.4
percent) of 188 responding, sampled sites reported at least some type of agri-
cultural activity. Interviewers were able to observe evidence of agriculture (vis-
ible vegetable gardens, animal enclosures, etc.) at an additional 31 (39.7
percent) of 78 nonresponding sampled sites when visiting in an effort to secure
a response.

For this study, spatial scope and explicit search criteria make developing a
comprehensive list of LF farms challenging. The process began with the devel-
opment of a set of keywords that could be indicative of local food sales. The
list consisted of 41 words and phrases, including “local food farm,” “organics
farms,” “local food sales,” and “farmer’s market.” A combination of existing
APIs (e.g. the sets in Google Maps and YellowPages) and internet search
queries were used to generate a list of potential LF farms. Application pro-
gramming interfaces generally focus on small spatial regions, and searches had
to be replicated for states or even smaller regions. To scrape the requisite infor-
mation needed for list building, software programs, which require a substantial
amount of development time, are created. These must be modified for each in-
ternet source (Chow et al. 2011). Relevant information from records showing
evidence of local sales was drawn either directly from a web application (e.g.,
Google Maps in which LF farms are identified by place names and associated
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information on a map), from websites with lists of potential LF farms, or from a
website identified for each record. Acquired information consisted of site-
specific details important for linking records to an existing list (e.g. business
name, address, and phone number). Young et al. (2018) provided a more techni-
cal discussion of the web-scraping methods which were also used in this study.

The quality of a web-scraped list of records is constrained by the extent and
depth of web sources scraped. The total time available for the LFMP survey,
from initiation to the publication of results, was 14 months owing to the factors
beyond the control of the Agency. As a consequence, the time allocated for de-
veloping a web-scraped list frame was December 14, 2015, to January 18,
2016, a period of about 1 month that included major holidays. In any scenario,
identifying and using all available web sources is difficult, but an anticipated
consequence of the short time frame was that there would be incomplete har-
vesting of collected sources and, hence, a more incomplete web-scraped list
frame than otherwise possible. Every effort was made to develop a national
web-scraped list frame of LF farms in the time available.

After the list building was concluded, the Matchware Technologies pro-
grams Automatch and Autostan (Day 1996) were used to conduct probabilistic
record linkage between the NASS list frame and the web-scraped list.
Uncertain matches were reviewed and contacted to verify whether a potential
match was correct. Resulting matches were considered exact and without error.
As a consequence, the records could be separated into three groups: those on
only the NASS list frame, those on only the web-scraped list frame, and those
on both frames.

Typically, NASS screens all new records identified as potential farms to de-
termine whether they meet the definition of a farm. Only records confirmed to
be farms during the screening process are eligible for participation in NASS
surveys. Given the compressed time frame and the considerable amount of
time necessary to screen records, the records identified on the web-scraped list
frame were not put through the screening process. The farm status (confirmed
or potential) of web-scraped records that were also on the NASS list frame
could be determined. However, all records only on the web-scraped list were
potential farms. As a result of not being able to confirm farm status for all web-
scraped records (and to then remove the non-LF farms from that list), the web-
scraped list was expected to have more non-farms than the NASS list frame.
Sales to local marketing channels were unknown for all records on both lists,
although information from the 2012 Census of Agriculture indicated past local
sales for a subset of NASS list frame records.

2.2 Overview of Capture—Recapture Methodology

Capture-recapture is frequently used to estimate wildlife populations by
resampling the population of interest and comparing individuals captured in
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each sample (Seber 2002; Bird and King 2018). For these wildlife studies, no
list frame is available and hence multiple samples are collected by traps, seines,
or some other mechanism. For this study, two list frames were developed, and
a probabilistic sample was drawn from each frame. The two samples (one from
each list frame) are treated as independent samples from the target population
(Hogan 2003).

Estimation of farm counts via traditional capture—recapture using two list
frames requires five basic assumptions (Pollock et al. 1994): (1) The popula-
tion must be closed; no farms enter or leave the population between samples.
(2) The two lists are independent; that is, a record’s inclusion on one list is in-
dependent of its being on the other list. (3) All farms are equally likely to be
caught in each sample. (4) Capturing a farm in one sample does not affect its
catchability in the other sample. (5) Finally, farms must be identifiable and
linked between samples without error. These assumptions imply that the pro-
portion of individuals captured in one sample that are also captured in a subse-
quent sample is approximately equals to the proportion of the entire population
captured during the first sample, allowing estimation of population coverage
by the first sample. Rarely, all of the assumptions are met. For example, the
probability of capture may vary with sample, a farm respondent to one survey
may avoid another, and the capture probabilities of farms may be heteroge-
neous (see Otis et al. 1978 for an ecological perspective and Wolter 1986 for
coverage models relating to censuses and surveys). Pledger (2000) provides a
framework to account for violations of one or more of the assumptions using
logistic finite mixture models, which is the approach used here to model cover-
age. In Section 3, whether each of these assumptions is satisfied for this study
is considered and, in Section 4, these are summarized and research needs
highlighted.

Although the two used different approaches (Hogan 2003; Young et al.
2017), the coverage estimates of the 2010 U.S. Census (Mule 2012) (a popula-
tion census) and the 2012 U.S. Census of Agriculture (an establishment cen-
sus) estimates that accounted for undercoverage, nonresponse, and
misclassification (Young et al. 2017) were based on capture-recapture meth-
ods. For both the U.S. Census and the U.S. Census of Agriculture, all records
on the primary list frame were surveyed, and a sample was drawn from a sec-
ond frame to assess the coverage of the primary frame. A full census of the
NASS list frame to identify LF farms would be cost prohibitive. For this study,
a sample drawn from the primary frame was used for estimation and the sam-
ple drawn from the secondary frame provided coverage evaluation.

To estimate the number of LF farms, the 2012 Census of Agriculture’s cap-
ture—recapture methodology was modified to account for a sample being drawn
from the NASS list frame instead of a full census (Young et al. 2017). As a
consequence, the probability of selection is a factor in a farm’s capture proba-
bility that must be accounted for in the estimation process. To be captured, a
LF farm must be on the NASS list frame, included in the sample, respond to
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the LFMP questionnaire, and be classified as a farm with local sales based on
its response to the questionnaire. Two types of misclassification could occur.
Based on the response to the LF questionnaire, a LF farm may be classified as
a non-LF farm or a non-LF farm may be classified as a LF farm. Both types of
misclassification are considered. Denoting the probability of a farm being cap-
tured during the survey as mc,; and the probability of a record identified as a
LF farm based on its survey response being correctly classified as 7y ;, the
weight w; associated with each respondent i classified as a farm on the LFMP
survey is
o oM i P(F|M, C7 R7 S)

i_ = 3 1
Y e T P(M, C, R, S|F) M

where F indicates that the record is part of the target population of LF farms, C
denotes that the record is on the NASS list frame, S signifies that the record
was included in the sample, R indicates the record responded to the survey,
and M represents a record classified as a LF farm. It should be noticed that the
potential misclassification of a LF farm as a non-LF farm is accounted for in
the capture probability; however, the possible misclassification of a non-LF
farm as a LF farm is not and must be addressed by the probability in the nu-
merator of the weight in (1). Weights adjust each record for the number of
uncollected LF farms resulting from undercoverage, sampling, nonresponse, or
either type of misclassification. For example, a record with a weight equal to 3
accounts for two additional LF farms that were not included in estimation ow-
ing to sampling or one of the identified sources of error.

The capture probability of a LF farm, nc; = P(M, C, R, S|F), reflects
record being a LF farm, on the NASS list frame, included in the sample,
responding to the survey, and classified as being a LF farm. The probability,
ny; = P(FIM, C, R, S), is the probability that a record identified as a LF
farm by the survey is classified correctly.

The capture probability can be reformulated into four probabilities attributed
to each capture requirement as follows:

P(M, C, R, S|F)=P(M|C,R,S,F)P(C|R,S,F)P(R|S,F)P(S|F). (2)

When the sample is drawn, whether the record is associated with a LF farm
is not known until a response to the questionnaire is received. The coverage of
the NASS list frame can only be appropriately assessed after it has been deter-
mined whether a record is associated with a member of the population of inter-
est (LF farms). Thus, the probability of coverage is conditional on response
and, for estimation purposes, the capture probability ¢ ; may be expressed as

P(M, C, R, S|F)=P(M|C,R,S,F)P(C|R,S,F)P(RIS)P(S),  (3)

Zzoz 1snbny ¢ uo sesn Ateiqi dopiseq [enbig s,yasn do1161a Aq L£/2G£9/6.6/7/01/8191e/wessl/woo dnoolwspede//:sdiy woly pepeojumoq



Capture—Recapture Estimation 987

Equivalence of (2) and (3) requires the assumptions that a record’s sampling
probability and response probability are independent of the record’s status as a
LF farm:

P($) = P(SIF) @

and
P(R|S) = P(R|S, F). 5)

That is, the probability of being included in the sample and the probability
of obtaining a response from a sampled record is the same for LF farms and
non-LF farms. These assumptions are discussed further in Section 3.

The probability of being selected for the sample, P(S), is based on the sam-
ple design and is thus known. The P(C|R, S, F), which assesses the coverage
of the NASS list frame, is estimated using the sample drawn from the web-
scraped list frame. The NASS list frame sample is used to estimate P(R|S). A
separate misclassification study is conducted to estimate both P(M, C, R, S|F)
and P(M|C,R, S, F).

The capture—recapture estimator for a numeric characteristic of LF farms in
the United States is the sum of each weight w; multiplied by the corresponding
variable of interest, y;, for all LF farms identified from the list frame sample,

3y =y 2T ©)

ieF ier TCi

where F is the set of responding LF farms in the list frame sample (Young
et al. 2017). For estimates of LF farm counts, y; is equals to 1 for all respond-
ing LF farms and is O otherwise. The variance of this estimator was computed
using bootstrapping methods to be described later.

2.3 Sampling

To implement the capture—recapture methodology, samples were drawn inde-
pendently from the NASS list frame and the web-scraped list frame. Sample
sizes accounted for the expected portion of LF farms on each list, anticipated
response rates, and desired precision of the estimator.

Results from NASS’s urban agriculture pilot study in Baltimore showed 57
percent of respondents reported having some type of agriculture (Young et al.
2018). Based on this fact, it was assumed that approximately half of the records
on the web-scraped list frame would qualify as LF farms. This projected accu-
racy rate and an anticipated response rate of 70 percent were considered in
establishing the sample size of 19,365 potential LF farms from the NASS list
frame. The web-scraped list frame contained only contact information, such as
business name and address, for each record. To achieve sample sizes propor-
tional to the number of records identified within each state, the web-scraped
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records were sorted by state and a systematic sample was selected from the en-
tire frame.

When the sample was drawn, the NASS list frame contained 2,007,110 con-
firmed farms and potential LF farms. Only a small proportion of these farms
were believed to be selling locally. To better target LF farms, information from
the 2012 Census of Agriculture and from NASS field offices was used to strat-
ify records. A stratified random sample was drawn from the list frame. The
sample was stratified by state and, within each state, four strata were identified:

(A) Farms reporting local food sales on the 2012 Census of Agriculture
and a value for local food sales,

(B) Farms reporting local food sales on the 2012 Census of Agriculture
but not reporting a value for local food sales,

(C) Potential farms that were identified by NASS regional field offices as
potentially having local food sales but not in groups A or B,

(D) All other farms not in groups A, B, or C.

For each state, records in sampling strata A and D were stratified further
based on total value of sales (not only local sales) reported during the 2012
census. The sampling fraction varied across strata with strata A, B, and C hav-
ing a higher probability of selection than stratum D and the records with higher
total values of sales in strata A and D having a higher selection probability.

Based on the record linkage, which was conducted after the formation of the
web-scraped list frame and before the samples were drawn, each record in both
samples was identified as being in one of three groups: (1) in both the NASS
list frame and the web-scraped list frame samples, (2) in the NASS list frame
sample but not the web-scraped list frame sample, or (3) in the web-scraped
list frame sample but not the NASS list frame sample.

The NASS list frame is designed for record linkage based on farm operators.
The web-scraping process led to a list frame focused on the farm operation
(not the operator). This made record linkage more challenging, and the links
between the two frames were continually refined during the sampling and data
collection process. Although all known linkage errors were corrected, some
matching errors likely remain. The rate with which this occurred is unknown.

All sampled records were sent a LFMP questionnaire. Records included in
both samples were sent one questionnaire to avoid the additional burden of
asking for two responses to the same set of questions. Questionnaires from
respondents were reviewed and each record’s scope (whether or not the record
is classified as a LF farm and thus part of the target population) was deter-
mined. Respondent records identified as LF farms were in-scope for the LFMP
survey and used during estimation. Records indicating no local food sales or
failing to meet the definition of a farm were out-of-scope and were removed.
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2.4 Estimation

The NASS list frame sample was the primary sample for estimation. For in-
scope records in this sample, the sampling weights were adjusted to account
for undercoverage of the NASS list frame, survey nonresponse, and misclassi-
fication of LF farms as out-of-scope records and of non-LF farms as in-scope
records.

The estimated probability of capture was obtained by estimating the individ-
ual components of undercoverage, nonresponse, both types of misclassifica-
tion, and sampling (3). The probability of inclusion in the sample from the
NASS list frame, P(S), was based on the stratified random sampling design and
thus known for each record.

Response probabilities, which vary among records, were estimated from the
primary sample (and did not include the web-scraped list frame sample
records). To account for this variation when estimating P(R|S), the NASS list
frame sample records were grouped by state/region and whether or not the re-
cord linked to a record on the web-scraped list. States were grouped together to
form regions if the number of respondent records was less than 80 records.
The probability of response was estimated by the proportion of all responding
records within a group.

To model the probability of a LF farm record being on the NASS list frame,
the LF farms (as identified based on the responses to the LFMP questionnaire)
in the web-scraped list frame sample were used. The response variable was
whether or not the LF farm was on the NASS list frame. To reflect the differen-
tial catchability of LF farms, a logistic model of a list frame record’s coverage
probability, P(C|R, S, F), that allowed the probability to vary based on the cor-
responding LF farm’s characteristics was developed. Independent variables
considered during modeling included a record’s U.S. region, indicator varia-
bles of sales to each of the four local marketing channels, total sales to each
marketing channel, total sales (including nonlocal food sales), farm type (crop
farms, livestock farms, or both), and all two-way interactions. Variable selec-
tion was performed using stepwise regression with fivefold crossvalidation to
avoid over fitting the model. The fitted model was used to predict the coverage
probability for all in-scope records from the NASS list frame sample.

To estimate both misclassification probabilities, a misclassification sample
was drawn from all respondents in the NASS list frame sample. The sample
was stratified by whether or not the record was in-scope. The LF farm status of
each record in the sample was independently determined through a telephone
survey. Records with discrepancies in their LF farm status between the LFMP
survey and the misclassification survey were further investigated to establish
true LF farm status. Misclassification probabilities were estimated based on the
proportion of records that changed scope from the original to the final determi-
nation of LF farm status.
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Weights were calculated for each in-scope record from the NASS list frame
sample under the assumptions identified in (3):

"Nvi = /ﬁMﬁi//TECﬁi = ﬁ,(F|M, Ca Ra S)/T)I(M7 CvRa S|F) (7)
= P(F|M,C,R,S)/[P;(M|C,R,S,F)P:(C|R, S, F)P;(R|S)P;(S)]

Prior to producing estimates and standard errors, weights were calibrated to
reduce variability caused by large sampling weights. Ten national-level target
estimates were calculated using the precalibration weights (7): (1) total farm
count, (2) total amount of local sales, (3) total direct to consumer farm count,
(4) total direct to consumer sales, (5-7) total farm counts for three categories
of local sales amounts (<$10,000, $10,000-$99,999, >$100,000), (8—10) total
farm counts for three categories of direct to consumer sales amounts
(<$10,000, $10,000-$49,999, >$50,000). Integer calibration was used to
round the weights w; to integers and to calibrate the integer weights to meet
the national-level target estimates. Through the calibration process, the integer
weights were restricted to a maximum of 550 while ensuring that the estimates
remained within 1 percent of each of the targets (see Sartore et al. 2019 for full
details on the method). The final calibrated weight of record i is denoted by w;.

The national estimate of the number of LF farms was calculated as the sum
of all calibrated weights. Other estimates, such as state or regional estimates of
the number of LF farms, were calculated as the sum of all weights in the corre-
sponding subset of farms. Local and total sales were estimated as the sum of
the weighted sales for each farm.

Standard errors were computed using an approach based on a bootstrap
methodology. The bootstrap weights approach (Rao et al. 1992) was conducted
to draw bootstrap weights instead of selecting bootstrap samples from either a
pseudo-population or through direct bootstrapping (Mashreghi et al. 2016).
The bootstrap weights were generated using the generalized bootstrap method
of Beaumont and Patak (2012). For each record i, the bootstrapped weight of
that record can be written as w; = a w;, where w; is the integer-calibrated
weight of record i and a represents the adjustment to w; owing to bootstrap-
ping. The distribution of a; is chosen so that the estimator of the variance of
the population totals and subtotals is unbiased. That is,
af ~N(1,(w; — 1)/ w;). To estimate the variance of an estimator T of the
population total 7, the total T was estimated from calibrated weights w;, and
the variance was estimated using the bootstrapped adjusted weights w; .

3. RESULTS
3.1 Development of the Web-Scraped List

The final web-scraped list frame contained 36,228 records, each of which was
a potential farm with evidence of local sales and sufficient information to link
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to the NASS list frame. For the assumption of independence between lists to
be satisfied, a farm’s probability of being captured during one sample cannot
affect the probability that it is captured during another sample; that is,

P(Record is on Listl|Record is on List2) = P(Record is on List 1). (8)

Statistically verifying independence between sampling frames requires at
least three frames (Lohr 2009). During this study, the web-scraped sampling
frame was built independently from the NASS list frame. Information, such as
producer association lists, is gathered from the web during the list building of
the NASS list frame, leading some to question whether the two frames are in-
dependent. Having an overlap in records is necessary for capture-recapture es-
timation, but an overlap in sources is not required. Whether the overlap in
sources or some other aspect of the frame development process leads to a lack
of independence has yet to be evaluated.

The web-scraped records were linked to the NASS list frame based on busi-
ness name, address, phone number, or other features. In total, 27,986 (77.2 per-
cent) records were linked to a record on the NASS list frame. However, the
linkage information was not used in the sample design for the samples from ei-
ther the NASS list frame or the web-scraped list frame.

For the 2012 Census of Agriculture, 2 percent of the records from the area
frame used to measure undercoverage were initially, but incorrectly, thought to
not match a NASS list frame record; these matches were corrected (Young
et al. 2017). The error in this study is likely to be larger, and the rate of these
errors is unknown. Therefore, the assumption of identifying and linking LF
farms between samples without error was likely not met.

3.2 The Samples and Their Characteristics

Of the 19,365 records in the systematic sample drawn from the web-scraped
list frame, 15,543 (80.3 percent) were linked to a record on the NASS list
frame (Table 1). In contrast, 2,513 (10.1 percent) of the 24,907 records sam-
pled from the NASS list frame were linked to a record on the web-scraped
frame. As matching was conducted prior to the selection of the samples, the
portion of the sampled records common to both frames can be partitioned into
those records common to both samples, those in the NASS list frame sample
but not the web-scraped list frame sample, and those in the web-scraped list
frame sample but not the NASS list frame sample. In total, 1,471 records were
in both the NASS list frame and the web-scraped list frame samples; that is,
5.9 percent of the NASS list frame sample and 7.5 percent of the web-scraped
list frame sample were in both samples. These records were included in re-
sponse rates and in-scope rates for each list, but only a single response and
farm status were considered for each respondent. Briefly, 14,072 records of the
19,365 (72.7 percent) sampled from the web-scraped list frame were not in the
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Table 1. Frame sizes and sample sizes for NASS’s list frame and a web-scraped
list.

Sampling Sampling  Frame Sample  Number sampled Percent sample
frame stratum size size records linked linked
NASS list All 2,007,110 24,907 2,513 10.09

A 97,326 9,956 1,999 20.08

B 23,776 3,599 162 4.50

C 7,760 1,532 211 13.77

D 1,878,248 9,820 141 1.44
Web-scraped list ~ All 36,228 19,365 15,543 80.26

NASS list frame sample but were on the NASS list frame, and 1,042 records
of the 24,907 (4.2 percent) sampled from the NASS list frame linked to a re-
cord on the web-scraped list frame but were not in both samples. Only the
records in the two samples are used in the capture-recapture analysis that
follows.

Recall that strata A, B, and D of the NASS list frame are composed of con-
firmed farms. Thus, sampling stratum C of the NASS list frame sample is the
most comparable to the web-scraped list frame; both are composed of potential
(not confirmed) farms, thought to sell locally (stratum C farms identified by
NASS field offices and web-scraped farms identified through web sources).
From stratum C, 211 records (13.8 percent) linked to the web-scraped list
frame. Stratum A, which consisted of farms reporting a value of local food
sales during the 2012 Census of Agriculture, had 1,999 (20.1 percent) records
linked to the web-scraped frame. Only 4.5 percent (162) of records in stratum
B matched to the web-scraped list. Based on linkage percentages from strata A
and C, this was lower than expected because stratum B records had an indica-
tion of local sales, but no reported value of those sales, during the 2012 Census
of Agriculture. The small percentage of matches from stratum D (141 or 1.4
percent of the records) was anticipated, given that these records had no indica-
tions of prior local sales and were likely to be out-of-scope for this study.

Local food farms tend to be more transient than more traditional types of ag-
ricultural operations, emphasizing the challenge of satisfying the assumption
of population closure (Low et al. 2015). Any lag time between capture events
can violate this assumption. For this study, the survey was conducted simulta-
neously for the two samples; thus, this assumption was met.

The overall response rate for the web-scraped list sample was 61.8 percent.
Response rates from the NASS list frame sample varied among sampling strata
but it was 72.3 percent for all records (Table 2). The response rate for stratum
C, the portion of the NASS list frame sample most comparable to the
web-scraped list, was 58.9 percent, the lowest among all sampling strata. The
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Table 2. Responses and record scope for samples from the NASS list frame and
the web-scraped list frame.

Sampling frame ~ Sampling  In-scope Out-of- Out of Non-  Total
stratum scope business response

NASS list All 5,697 10,632 1,673 6,905 24,907
(22.87%) (42.69%)  (6.72%)  (27.72%)

A 4,218 3,211 542 1,985 9,956
(42.37%) (32.25%)  (5.44%)  (19.94%)

B 750 1,656 189 1,004 3,599
(20.84%) (46.01%)  (5.25%)  (27.90%)

C 339 430 134 629 1,532
(22.13%) (28.07%)  (8.75%)  (41.06%)

D 390 5,335 808 3,287 9,820

(3.97%) (54.33%) (8.23%)  (33.47%)

Web-scraped list All 4,685 5,775 1,516 7,389 19,365
(24.19%) (29.82%)  (7.83%) (38.16%)

Percentages are based on the sample sizes from each sampling stratum (row totals).

confirmed farms comprising the other strata were more likely to respond, with
the highest response rate (80.1 percent) being from those who reported values
of local sales in the 2012 Census of Agriculture. For the web-scraped sample,
the response rate for records linked to a NASS list frame record (60.1 percent)
was significantly lower than the response rate for records that did not link
(66.7 percent) (Pearson’s x> = 56.30; p <.0001). A similar discrepancy was
not found when comparing the NASS list frame sample records that were and
were not linked to the web-scraped list.

The percentage of in-scope records (responding records that were identified
as being LF farms based on the questionnaire responses) was surprisingly low.
The in-scope rate from NASS list frame sample respondents was 31.6 percent
[= 100(5,697)/(24,907—6,905)], but varied based on sampling stratum (fig-
ure 1). The 39.1 percent in-scope rate for the web-scraped sample respondents
was most comparable to the 37.5 percent in-scope rate from stratum C. As an-
ticipated, sampling stratum A had the highest in-scope rate. Yet, although this
stratum was composed of records that reported local sales during the 2012
Census of Agriculture and were considered highly likely to be LF farms, the
in-scope rate was only 52.9 percent, an indication of the transient nature of
these farms. Respondents from sampling stratum B, which was also considered
likely to include in-scope records, produced only 28.9 percent in-scope
records, which is lower than that of the web-scraped list sample. As antici-
pated, sampling stratum D had the lowest in-scope rate at 5.9 percent.
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Table 3. Number of in-scope records returned from NASS list frame and web-
scraped list frame samples.

Sample frame Linked to other frame Not linked Total
NASS list 528 4,373 4,901
Both lists 796 0 796
Web-scraped list 3,521 368 3,889
Total 4,845 4,741 9,586

The samples drawn from the NASS and web-scraped list frames produced,
respectively, 5,697 and 4,685 LF farms. Of the 1,471 records selected in both
samples, 796 were in-scope and included in both totals. Therefore, 9,586
unique LF farms were identified in the combined samples (Table 3). There
were 4,845 in-scope records common to both frames, 528 of which were in the
NASS list sample and not the web-scraped sample (although they were in the
web-scraped frame) and 3,521 of which were in the web-scraped list frame
sample and not the NASS list frame sample (although they were in the NASS
list frame). The web-scraped sample returned 368 in-scope records not linked
to the NASS list frame, which is 7.9 percent of all in-scope records from this
sample.

Response rates were calculated using AAPOR RR1 from the American
Association of Public Opinion Research Response Rate Standard Definitions
manual (AAPOR 2016). Response rates accounted for whether or not the re-
cord was linked to the web-scraped list and were estimated for each U.S. state/
region (states were combined to form regions if state totals were less than 80).

Varying coverage probabilities among frames can result in the types of
farms collected differing between web scraping and traditional collection meth-
ods. The range of sales for records from both lists was examined, and as antici-
pated, the distributions of total sales differed between LF farms from the
NASS list frame and farms from the web-scraped list. Web scraping identified
a higher proportion of farms with total sales between $5,000 and $250,000 as
compared to the NASS list frame sample, but fewer farms outside of this range
(figure 2). These differences in farm size were accounted for during analysis.
Other factors were also considered, and no gap in coverage was found in either
list. However, unidentified coverage differences between the two lists could
lead to bias in the estimates.

3.3 Estimation

Capture-recapture methods were used to estimate farm numbers, sales, and
other characteristics of the local food industry. Weights were calculated for
each in-scope record in the NASS list frame sample and were composed of the
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record’s sample inclusion, response, coverage, and misclassification probabili-
ties (3). Sample inclusion probabilities were known for all records.

Because farms could not be screened prior to sampling, a survey response
was necessary to determine whether a record was a LF farm. This required the
record to be in the sample and to respond during the survey. Thus, two addi-
tional assumptions are required for estimation ((4) and (5) in Section 2). The
first, that P(S|F) = P(S), holds because all records on the NASS and web-
scraped list frames within a sampling stratum had an equal probability of
inclusion.

The second assumption is that the probability of response of a sampled re-
cord is independent of whether or not the record is a LF farm,
P(R|S,F) = P(R|S). The NASS list frame sample produced 12,305 responses
that were either out-of-scope records or out-of-business (60.9 percent of
respondents), indicating that many non-LF farms responded. The scope of
non-respondents is unknown, and hence it is not known whether this assump-
tion is satisfied. If LF farms are more likely to respond than non-LF farms, re-
sponse probabilities will be underestimated and the resulting estimates will be
upwardly biased. Response rates between in-scope and out-of-scope records
were not expected to differ as most out-of-scope records were agricultural busi-
nesses with no local sales and likely to respond to an agricultural survey.
Multiple surveys with independent scoping from NASS list frame records and
web-scraped list records would help alleviate this assumption by allowing re-
sponse probabilities to be estimated from only in-scope records.

Local food farms do not have equal capture probabilities within the same
list (figure 2). For example, larger farms are often more likely to be identified
when creating a sampling frame, leading to higher coverage percentages of
large farms as compared to small farms. In addition to variation among farms,
coverage probabilities between frames varied with farm characteristic. As an il-
lustration, it is believed that web scraping is more likely to identify small farms
than the traditional approach, and this is supported by the data shown in fig-
ure 2. Response rates can also vary with farm characteristics. To adjust for this
differential catchability, the probability of coverage was estimated using logis-
tic regression, and the probability of response was estimated by grouping
records based on farm characteristics.

To estimate coverage probabilities, a logistic regression model was fit using
the in-scope records from the web-scraped list sample to estimate model coeffi-
cients. The fitted model was then used to predict the coverage probabilities of
in-scope NASS list frame records. Low in-scope rates and high coverage of the
NASS list frame resulted in only 368 in-scope LF farms in the web-scraped
sample that were not linked to a NASS list frame farm. This limited the num-
ber of variables considered during modeling. The fitted model included the fol-
lowing covariates: total value of local sales, indicator variables for each
marketing channel (consumer, retail, and institution/intermediate), indicator
variables for crop and livestock farm types, and an interaction between the
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presence of sales to retail and consumer marketing channels. The model’s de-
pendent variable was an indicator variable of whether an in-scope record in the
web-scraped sample was on the NASS list frame; that is, it had a value of 1 if a
LF farm in the web-scraped sample was on the NASS list frame and a value of
0 otherwise. Based on the Hosmer and Lemeshow goodness-of-fit test
(Hosmer et al. 2013), the model provided an adequate fit to the data (y*=
4.9944, df = 8, p =.7582).

Random samples of 682 in-scope records and 714 out-of-scope records
were drawn from the NASS list frame sample respondents to estimate misclas-
sification probabilities. A record’s scope determined from the misclassification
survey was considered its true scope. In total, 481 sampled in-scope records
responded and 76 (15.8 percent) were determined out-of-scope from the mis-
classification questionnaire and subsequent review. Briefly, 360 of the out-of-
scope records sampled responded to the misclassification survey, 60 (16.7 per-
cent) of which were determined to be in-scope. The probabilities associated
with misclassification were assumed to be constant for all responding records.

In addition to national estimates, regional estimates were produced for six
regions, which covered the United States. Based on prior information, the sam-
ple was designed to produce state-level estimates for the 36 states with the
greatest LF production, with the remaining 14 states represented at the regional
level. In total, 393 estimates were reported at the national level, 33 estimates
were reported at the regional level, and 15 estimates were reported at the state
level. Low in-scope rates resulted in fewer fit-for-use estimates at state and re-
gional levels than anticipated.

The national estimate for LF farms in the United States was 167,009 opera-
tions, with a standard error of 5,845 farms (CV = 3.5 percent). State estimates
ranged from 1,269 farms in New Hampshire to 14,315 farms in California,
with smaller farm numbers in some unreported states. National estimated local
sales were $8,747,222,197 with a standard error of $892,216,664 (CV = 10.2
percent). State-level estimates for local sales ranged from $28,235,565 in Utah
to $2,869,192,534 in California (USDA NASS 2015).

Local Food Marketing Practices estimates were reasonable compared to pre-
vious estimates for local food farming. In 2012, the USDA’s Economic
Research Service estimated 163,675 LF farms and $6.1 billion in sales through
local marketing channels (Low et al. 2015). Although the farm numbers in-
creased by only 2 percent, sales to local channels increased by 42 percent. The
estimated number of LF farms based solely on the NASS list frame sample and
disregarding coverage adjustments was 151,122 farms, indicating that the total
coverage adjustment was 10.5 percent. The coverage adjustment for the num-
ber of U.S. farms from the 2012 Census of Agriculture was 15.1 percent, but
varied with size of farm from 2.2 percent for farms with sales of $500,000—
$999,999 to as high as 22.1 percent for farms with <$1,000 in sales (USDA
NASS 2019).
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4. DISCUSSION

Bird and King (2018) provide several examples of the use of capture-recapture
methods to inform public policy, including estimating the size of the homeless
population, the extent of human slavery, and the number of civilian deaths dur-
ing war. In each case, multiple lists were available for these hard-to-identify
populations and served as a foundation for analysis. Federal statistical agencies
often have access to numerous sources for list frame development. As an ex-
ample, as part of its list building efforts, NASS routinely acquires administra-
tive data from the USDA Farm Services Agency and the Internal Revenue
Service and a variety of lists, such as the membership lists of farm organiza-
tions. As a consequence, no alternative lists are known to be available, and the
options for assessing undercoverage of the list frame become limited. Area
frames provide complete coverage and can be used to assess undercoverage.
However, when the population units are widely dispersed and transient, data
collection costs can be prohibitive, and misclassification of sample units may
be high (Abreu et al. 2010). In these cases, a web-scraped list frame and cap-
ture—recapture methods may be a viable approach. In this section, some best
practices for conducting surveys when using web-scraped lists to assess under-
coverage using capture—recapture methods and open research questions are
discussed.

Web-scraped list frames may be especially effective for establishment sur-
veys for which population units are likely to have a web presence either
through individual websites, membership in an organization with a website, or
through permit or other filings at the local or state levels.

Extensive thought and effort need to be devoted to developing a set of key-
words that will effectively identify members of the population, including those
with rare characteristics. Developing a set of keywords that will lead to a large
and inclusive web-scraped list generally results in the inclusion of units that
are not part of the population of interest. As an example, for the local food
study, restaurants and hair salons using organic products were included in the
initial web-scraped list. Thus, it is important to allocate additional time and ef-
fort to the development of a list of negative keywords that can be used to re-
move the units that should not be on the list frame prior to manual review. For
new lists, the development of the negative keyword list could extend into the
early stages of web scraping so that more relevant negative keywords can be
identified. Text analysis could be a useful tool in determining additional posi-
tive and negative keywords and phrases. As an example, the corpus of web-
scraped text data could be divided into two groups: in-scope LF farms and out-
of-scope LF farms. Then one could observe which words or phrases tend to ap-
pear in each group. Alternatively, a text classification model that predicts
whether a web search result is in-scope could be fit to the corpus of web-
scraped text data and the most predictive words and phrases identified.
Without a negative keyword list, extensive manual effort will be spent to
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remove the nonpopulation units, or resources will be wasted in the survey
process.

For the two list frames to be linked, each record on a web-scraped list must
have sufficient information to determine whether or not it is also on the tradi-
tional list frame. For this study, the record had to have at least a name and city/
state/zip code for it to link to a NASS list frame record; records that did not
have sufficient contact information were dropped. Developing cost-effective
methods for acquiring missing information needed for record linkage can lead
to a more complete web-scraped list.

Although the use of negative keywords, manual review, and record linkage
will lead to some nonpopulation units being identified and removed from the
web-scraped list frame, others will remain. A survey that screens each remain-
ing record on the list to determine whether or not it is in the population is a
helpful tool. By eliminating records that are not in the population, the survey
sample will have higher in-scope rates.

Unlike most capture-recapture studies, the number of records on the portion
of the traditional list frame but not on the web-scraped list, the portion of the
web-scraped list but not on the traditional list frame, and the portion common
to both lists can be determined in advance of drawing the sample. Using both
lists in the same sample areas has operational advantages. Furthermore, the
sample can be designed to draw sufficient numbers of records from these three
segments to provide a good foundation for obtaining modeled estimates of the
capture—recapture weights. Determining the best sample design for this type of
capture—recapture study is a topic for future research.

As noted in Section 2.2, capture-recapture estimation is based on five
assumptions. For applications similar to this study, three of the five are fully
addressed. Because the survey is sent to both samples at the same time, the
population is closed; units do not leave or enter the population between the
time of the two surveys. Furthermore, a population unit’s propensity to respond
is the same whether it is in the sample from the traditional or web-scraped list
frame. Although it is unlikely that all population units are equally likely to be
caught in each sample, adjustments for this differential catchability can be
made in the modeling process. In this study, the probabilities of coverage and
response were estimated using logistic regression with the independent varia-
bles representing population characteristics chosen to adjust for differential
catchability and response, respectively. The assumption of record linkage with-
out error underlies this as well as more traditional approaches and is unlikely
to be met. The validity of the assumption of independence of the two list
frames is an open question that should be explored. More robust capture—
recapture estimation is not as sensitive to departures from these assumptions,
and capture-recapture models can account for violations of one or more
assumptions (for a review, see Chao and Huggins 2005). Acquiring a better
understanding of the extent to which these assumptions are not met and
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identifying and/or developing robust estimation methods are important areas of
future research.

Although web-scraped list frames have been constructed before (Webb et al.
2015; Young et al. 2018), to our knowledge, the LFMP Survey is the first sur-
vey in which a web-scraped list frame was used to adjust for the undercoverage
of a traditional list frame to produce official statistics. Although implementing
new methodology in a production environment is always challenging, national,
regional, and state-level estimates, providing valuable information about the
U.S. local food industry were produced. The combined use of web-scraped list
frames and capture-recapture methods has the potential to provide a cost-
effective approach to precise estimates with valid measures of uncertainty.
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